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ABSTRACT SEMILINEAR STOCHASTIC ITÓ-VOLTERRA
INTEGRODIFFERENTIAL EQUATIONS

DAVID N. KECK AND MARK A. MCKIBBEN

Received 31 October 2005; Revised 3 March 2006; Accepted 14 April 2006

We consider a class of abstract semilinear stochastic Volterra integrodifferential equations
in a real separable Hilbert space. The global existence and uniqueness of a mild solution,
as well as a perturbation result, are established under the so-called Caratheodory growth
conditions on the nonlinearities. An approximation result is then established, followed by
an analogous result concerning a so-called McKean-Vlasov integrodifferential equation,
and then a brief commentary on the extension of the main results to the time-dependent
case. The paper ends with a discussion of some concrete examples to illustrate the abstract
theory.

Copyright © 2006 D. N. Keck and M. A. McKibben. This is an open access article distrib-
uted under the Creative Commons Attribution License, which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly
cited.

1. Introduction

Let (Ω,F,P) be a complete probability space equipped with a filtration {Ft : t ≥ 0}. We
investigate a class of abstract stochastic integrodifferential equations of the form

dx(t;ω)= L(x(t;ω)
)
dt+ f

(
t,x(t;ω);ω

)
dt

+ g
(
t,x(t;ω);ω

)
dW(t), 0≤ t ≤ T

x(0;ω)= x0(ω),

(1.1)

in a separable Hilbert space H , where the operator L is one of the following forms:

L
(
x(t;ω)

)=
∫ t

0
a(t− s;ω)Ax(s;ω)ds, (1.2)

L
(
x(t;ω)

)= A
[
x(t;ω) +

∫ t

0
a(t− s;ω)x(s;ω)ds

]
. (1.3)
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2 Stochastic Itó-Volterra integrodifferential equations

Here,A :D(A)⊂H→H is a linear, closed, densely-defined (possibly unbounded) operator;
x : [0,T]×Ω→H , f : [0,T]×H ×Ω→H , and g : [0,T]×H ×Ω→ L2(K ;H) (where K
is another real separable Hilbert space and L2(K ;H) denotes the space of all Hilbert-
Schmidt operators from K into H) are given mappings; and a : [0,T]×Ω→ R is a sto-
chastic kernel. Also,W is a K-valued cylindrical Wiener process and x0 is an F0-measura-
ble H-valued random variable independent of W . Hereafter, for brevity, we suppress the
dependence on ω ∈Ω in our notation unless needed.

Deterministic integrodifferential equations of the form

x′(t) +L
(
x(t)

)= f
(
t,x(t)

)
, 0≤ t ≤ T ,

x(0)= x0
(1.4)

have been extensively considered by Prüss [28, 29] and others (see [2–6, 8, 13, 14]) for

L
(
x(t)

)=
∫ t

0
a(t− s)Ax(s)ds. (1.5)

Also, (1.4) with

L
(
x(t)

)= A
[
x(t) +

∫ t

0
a(t− s)x(s)ds

]
(1.6)

has been studied in [21–23], for both the case whenA is autonomous and whenA is time-
dependent. For L of either form above, under appropriate conditions such as [29, Theo-
rem 1.4, page 46], (1.4) admits a resolvent family {R(t) : t ≥ 0} in the following sense.

Definition 1.1. A family {R(t) : t ≥ 0} of bounded linear operators on H is a resolvent for
(1.4) whenever

(i) R(t) is strongly continuous in t,
(ii) R(0)= I ,

(iii) R(t)D(A)⊂D(A) and AR(t)z = R(t)Az, for all z ∈D(A), t ≥ 0,
(iv) (dR(t)/dt)z = z+ (a∗AR)z = z+ (R∗Aa)z,

where ∗ denotes the usual convolution over [0, t]. (See [29, page 32].)

Assuming the classical Lipschitz condition on f , it has been shown (see [21, 29]) that
there exists a unique mild solution on [0,T], for any T > 0, that can be represented by the
variation of parameters formula involving the resolvent family, namely,

x(t)= R(t)x0 +
∫ t

0
R(t− s) f (s,x(s)

)
ds, 0≤ t ≤ T. (1.7)

Certain applications, such as those mentioned in [21–26], indicate that a stochastic ver-
sion of (1.4) warrants study. Indeed, Mı̄shura [24–26] studied the stochastic Volterra in-
tegral equation

x(t;ω)= L(x(t;ω)
)

+ f (t;ω), 0≤ t ≤ T , (1.8)

(with L given by (1.2)) and established conditions under which such an equation could
be reduced to one involving Skorokhod integrals (to allow, in particular, for a natural
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treatment of the equations used to describe the motion of an incompressible viscoelastic
fluid). As pointed out in that paper, the results mentioned above in the deterministic case
can be applied for each given fixed ω ∈ Ω to ensure the existence of a resolvent family
{R(t;ω) : t ≥ 0}. However, the stochastic version must be Ft-adapted, and so, to guarantee
this, certain natural conditions (such as those in [25, Theorem 2]) are imposed; these
conditions hold for a broad class of operators.

The purpose of the present investigation is to continue the above work by consider-
ing the more general Itó-Volterra integrodifferential equation (1.1) which contains an
additional stochastic term involving a Wiener process. The main results in the present
paper constitute an extension of the results in [13, 21–23] to the stochastic setting, and
can be viewed as a counterpart to the results in [24, 26] under more general growth
conditions. Moreover, we consider a so-called McKean-Vlasov variant of (1.1) in which
the mappings f and g depend on the probability law μ(t) of the state process x(t) (i.e.,
μ(t)B = P({ω∈Ω : x(t;ω)∈ B}) for each Borel set B on H). Precisely, we study

dx(t;ω)= L(x(t;ω)
)
dt+ f

(
t,x(t;ω),μ(t;ω);ω

)
dt

+ g
(
t,x(t;ω),μ(t;ω);ω

)
dW(t), 0≤ t ≤ T ,

x(0;ω)= x0(ω).

(1.9)

A prototypical example of such a problem in the finite-dimensional setting would be
an interacting N-particle system in which (1.9) describes the dynamics of the particles
x1, . . . ,xN moving in the space H in which the probability measure μ is taken to be the
empirical measure μN (t)= (1/N)

∑N
k=1 δxk(t), where δxk(t) denotes the Dirac measure. Re-

searchers have investigated related models concerning diffusion processes in the finite-
dimensional case (e.g., see [10, 11, 27]) and have more recently devoted attention to the
study of the infinite-dimensional version (see [1, 19]). Our discussion of (1.9) serves as a
counterpart to these results for a class of stochastic Volterra equations.

We will be concerned with mild solutions to (1.1) in the following sense.

Definition 1.2. (i) An H-valued stochastic process {x(t) : 0≤ t ≤ T} is a mild solution of
(1.1) (with L given by (1.2)) if

(a) x(t) is Ft-adapted,
(b) x ∈�([0,T];H),
(c) b∗ x ∈�([0,T];(D(A),‖ · ‖A)), where b(t)= ∫ t0 a(s)ds,
(d) x(t)= x0 +A(b∗ x)(t) +

∫ t
0 f (s,x(s))ds+

∫ t
0 g(s,x(s))dW(s).

(ii) An H-valued stochastic process {x(t) : 0≤ t ≤ T} is a mild solution of (1.1) (with
L given by (1.3)) if it satisfies (i) with (c) and (d) replaced by

(c′) x and a∗ x ∈�([0,T];(D(A),‖ · ‖A)),
(d′) x(t)=x0 +

∫ t
0 (Ax)(s)ds+

∫ t
0 (a∗Ax)(s)ds+

∫ t
0 f (s,x(s))ds+

∫ t
0 g(s,x(s))dW(s).

In the case when (1.1) admits a resolvent family, a mild solution in both cases of
Definition 1.2 can be represented by a stochastic version of (1.7), namely,

x(t)= R(t)x0 +
∫ t

0
R(t− s) f (s,x(s)

)
ds+

∫ t

0
R(t− s)g(s,x(s)

)
dW(s), 0≤ t ≤ T.

(1.10)
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The structure of this paper is as follows. In Section 2 we state some preliminary infor-
mation regarding function spaces and inequalities. Then, we state the main results con-
cerning existence and uniqueness of mild solutions of (1.1), along with an approxima-
tion result, a discussion of a so-called McKean-Vlasov variant of (1.1), and commentary
on analogous results for the time-dependent case in Section 3. We provide the proofs in
Section 4, and finally present a discussion of some examples in Section 5.

2. Preliminaries

For details of this section and additional background, we refer the reader to [9, 14, 17,
18, 29] and the references therein. Throughout this paper, H and K are real separable
Hilbert spaces with respective norms ‖ · ‖H and ‖ · ‖K . Several function spaces are used
throughout the paper. As mentioned earlier, L2(K ;H) denotes the space of all Hilbert-
Schmidt operators from K into H with norm denoted as ‖ · ‖L2(K ;H). The space of all
bounded linear operators on H will be denoted by B(H) with norm ‖ · ‖B(H), while the
collection of all strongly measurable square integrable H-valued random variables x is
denoted by L2(Ω;H) equipped with norm

∥
∥x(·)∥∥L2(H) =

(
E
∥
∥x(·;ω)

∥
∥2
H

)1/2
. (2.1)

For any Banach space Z, �([0,T];Z) stands for the function space

{
v ∈�

(
[0,T];L2(Ω;Z)

)
: v(t) is Ft-adapted, 0≤ t ≤ T} (2.2)

which is itself a Banach space when equipped with the norm

‖v‖�(Z) = sup
0≤t≤T

(
E
∥
∥v(t;·)∥∥2

Z

)1/2
, (2.3)

and Lp(0,T ;Z) represents the space

{
v ∈ Lp([0,T]; L2(Ω;Z)

)
: v(t) is Ft-adapted, 0≤ t ≤ T} (2.4)

with the usual norm. We abbreviate these two spaces as �(Z) and �p(Z), respectively.
When considering (1.9), we will make use of the following additional function spaces

used in [1]. First, B(H) stands for the Borel class on H and P(H) represents the space of
all probability measures defined on B(H) equipped with the weak convergence topology.
Let λ(x)= 1 +‖x‖H , x ∈H , and define the space

Cρ(H)= {ϕ :H −→R | ϕ is continuous and ‖ϕ‖Cρ <∞
}

, (2.5)

where

‖ϕ‖Cρ = sup
x∈H

∣
∣ϕ(x)

∣
∣

λ2(x)
+ sup
x �=x in H

∣
∣ϕ(x)−ϕ(x)∣∣
∥
∥x− x∥∥H

<∞. (2.6)
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Let m=m+−m− be the Jordan decomposition of m, |m| =m+ +m−, and for p ≥ 1, let

Ps
λp(H)=

{
m : B(H)−→R |m is a signed measure on H such that

‖m‖λp =
∫

H
λp(x)|m|(dx) <∞

}
.

(2.7)

Then, we can define the space Pλ2 (H) = Ps
λ2 (H)∩P(H) equipped with the metric ρ

given by

ρ
(
ν1,ν2

)= sup
{
〈
ϕ,ν1− ν2

〉≡
∫

H
ϕ(x)

(
ν1− ν2

)
(dx) : ‖ϕ‖Cρ ≤ 1

}
; (2.8)

it has been shown that (Pλ2 (H),ρ) is a complete metric space. Finally, the space of all
continuous Pλ2 (H)-valued measures defined on [0,T], denoted by �λ2 (T), is complete
when equipped with the metric

DT
(
ν1,ν2

)= sup
t∈[0,T]

ρ
(
ν1(t),ν2(t)

)
, ν1,ν2 ∈�λ2 (T). (2.9)

The following estimate on the Itó integral established in [16, Proposition 1.9] is an im-
portant tool in obtaining certain estimates.

Lemma 2.1. If Y : [0,T]×Ω→ L2(K ;H) is a strongly measurable random variable with
∫ T

0 E‖Y(t)‖pL2(K ;H)dt <∞, for a given p ≥ 2, then there exists a positive constant LY such
that

E
∥
∥
∥
∥

∫ t

0
Y(s)dW(s)

∥
∥
∥
∥

p

H
≤ LY t(p−2)/2

∫ t

0
E
∥
∥Y(s)

∥
∥p

L2(K ;H)ds. (2.10)

Finally, in addition to the familiar Young, Hölder, and Minkowski inequalities, the
following inequality (which follows from the convexity of xm, m≥ 1) plays an important
role in establishing various estimates,

(
Σni=1ai

)m ≤ nm−1Σni=1a
m
i , (2.11)

where ai is a nonnegative constant (i= 1, . . . ,m).

3. Statement of main results

We begin by establishing the existence and uniqueness of a mild solution to (1.1) (in the
sense of Definition 1.2) under the so-called Caratheodory growth conditions (see [12]).
Precisely, we consider (1.1) in a real separable Hilbert space H under the following con-
ditions:

(H1) A :D(A)⊂H →H is a closed, linear densely-defined (possibly unbounded) op-
erator;

(H2) a(t) is Ft-adapted with sample paths a(·;ω) such that
∫ T

0 |a(s;ω)|ds <∞ a.s.;
(H3) (1.1) admits an Ft-adapted resolvent R(t;ω) with max0≤t≤T

ω∈Ω
‖R(t;ω)‖B(H) ≤MR,

where MR is a positive constant;
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(H4) f : [0,T]×H→H ,g : [0,T]×H→L2(K ;H) are Ft-measurable mappings satisfying

(i) there exists K : [0,∞)× [0,∞)→ [0,∞) such that
(a) K(·,·) is continuous in both variables, and nondecreasing and con-

cave in the second variable,
(b) E‖ f (t,x)‖2

H + E‖g(t,x)‖2
L2(K ;H) ≤ K(t,E‖x‖2

H), for all 0 ≤ t ≤ T and
x ∈ L2(Ω;H);

(ii) there exists N : [0,∞)× [0,∞)→ [0,∞) such that
(a) N(·,·) is continuous in both variables, and nondecreasing and con-

cave in the second variable with N(t,0)= 0,
(b) E‖ f (t,x)− f (t, y)‖2

H +E‖g(t,x)− g(t, y)‖2
L2(K ;H) ≤N(t,E‖x− y‖2

H),
for all 0≤ t ≤ T and x, y ∈ L2(Ω;H);

(H5) the function N of (H4)(ii) is such that if a nonnegative continuous function
z : [0,T]→ [0,∞) satisfies z(0)= 0 and

z(t)≤D
∫ t

0
N
(
s,z(s)

)
ds, ∀0≤ t ≤ T , (3.1)

for an appropriate positive constant D, then z(t)= 0, for all 0≤ t ≤ T ;
(H6) for any fixed T > 0, β > 0, the initial-value problem

u′(t)= βK(t,u(t)
)
, u(0)= u0 ≥ 0 (3.2)

has a global solution on [0,T];
(H7) x0 is an F0-measurable random variable in L2(Ω;H) independent of W .

Examples of functions Nsatisfying (H4)(ii) and (H5) can be found in [12, 15]. Aside
from the mapping that would generate a Lipschitz condition (namely N(t,u) =Mu, for
some positive constant M), some other typical examples (see [15]) for the mapping N in
(H4)-(H5) include

N(t,·)= t ln
(

1
t

)
, t ∈ (0, t0

]
,

N(t,·)= t ln
(

1
t

)
ln
(

ln
(

1
t

))
, t ∈ (0, t0

]
.

(3.3)

Conditions that ensure (H3) holds are discussed, for instance, in [25].
We have the following theorem.

Theorem 3.1. If (H1)–(H7) hold, then (1.1) has a unique mild solution x ∈�([0,T];H).

Furthermore, we assert that uniqueness is guaranteed to be preserved under suffi-
ciently small perturbations. Indeed, consider a perturbation of (1.1) given by

dx(t)= L(x(t)
)
dt+

[
f
(
t,x(t)

)
+ f̃

(
t,x(t)

)]
dt

+
[
g
(
t,x(t)

)
+ g̃
(
t,x(t)

)]
dW(t), 0≤ t ≤ T ,

x(0)= x0.

(3.4)

An argument in the spirit of [7] can be used to establish the following result.
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Proposition 3.2. Assume that (H1)–(H7) hold, and that f̃ and g̃ satisfy (H4) and (H5)
with appropriate mappings K̃ and Ñ . Then, (3.4) has a unique mild solution, provided that
(H8) there exist δ ∈ (0,T) and w ∈ C((0,∞);(0,∞)) which is nondecreasing and

∫∞
1 (du/w(u))=∞ such that Ñ(r,·)≤N(r,·)w(

∫ 1
r (du/N(u))), for all r ∈ (0,δ).

In the case of a Lipschitz growth condition, routine calculations can be used to estab-
lish the following estimates.

Proposition 3.3. Assume that (H1)–(H7) hold (with N(t,u) = K(t,u) =Mu, for some
M > 0) and that x0, x̃0 satisfy (H7). Denote the corresponding unique mild solutions of (1.1)
(as guaranteed to exist by Theorem 3.1) respectively by x, x̃. Then,

(i) there exist β1,β2 > 0 such that

E‖x(t)− x̃(t)‖2
H ≤ β1

(
1 +

∥
∥x0− x̃0

∥
∥2
L2(H)

)
exp

(
β2t
)
, ∀0≤ t ≤ T , (3.5)

(ii) for each p ≥ 2, there exists a positive constant Cp,T (depending only on p and T) such
that

sup
t∈[0,T]

E
∥
∥x(t)

∥
∥2p
H ≤ Cp,T

(
1 +E

∥
∥x0

∥
∥p
H

)
. (3.6)

We now formulate a result in which a related deterministic Volterra integrodifferential
equation (as considered in [21, 29]) is approximated by a sequence of stochastic equations
of the form (1.1). Precisely, consider the deterministic initial-value problem

z′(t) +L
(
z(t)

)= f
(
t,z(t)

)
, 0≤ t ≤ T ,

z(0)= x0.
(3.7)

For every ε > 0, consider the stochastic initial-value problem

dxε(t)= Lε
(
xε(t)

)
dt+ fε

(
t,xε(t)

)
dt+ gε

(
t,xε(t)

)
dW(t), 0≤ t ≤ T ,

xε(0)= x0.
(3.8)

Here, L and Lε are given by either (1.2) or (1.3). Also, assume that L, f , and g satisfy
(H1)–(H4) (appropriately modified) withN(t,u)= K(t,u)=Mu, for someM > 0 (i.e., f
and g satisfy a Lipschitz condition) so that the results in [21, 29] guarantee the existence
of a unique global mild solution z of (3.7). Regarding (3.8), we impose the following
conditions, for every ε > 0:

(H9) Aε : D(Aε)= D(A)⊂H →H and aε satisfy (H1)-(H2). Also, (3.8) admits an Ft-
adapted resolvent {Rε(t) : t ≥ 0} such that Rε(t) → R(t) strongly as ε→ 0+, uni-
formly in t ∈ [0,T] and {Rε(t) : 0 ≤ t ≤ T} is uniformly bounded by MR (the
same constant as defined in (H3), independent of ε);

(H10) fε : [0,T]×H → H is Lipschitz in the second variable (with the same Lipschitz
constantM as for f and g) and fε(t,z)→ f (t,z) as ε→ 0+, for all z ∈H , uniformly
in t ∈ [0,T];

(H11) gε : [0,T]×H → L2(K ;H) is Lipschitz in the second variable (with the same Lip-
schitz constant M as for f and g) and gε(t,z)→ 0 as ε→ 0+, for all z ∈ H , uni-
formly in t ∈ [0,T].
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Under these assumptions, Theorem 3.1 ensures the existence of a unique mild solution
of (3.8), for every ε > 0. We have the following convergence result.

Theorem 3.4. Let z and xε be the mild solutions to (3.7) and (3.8), respectively. Then, there
exist ξ > 0 and a positive function Ψ(ε) which decreases to 0 as ε→ 0+ such that for any
p ≥ 2,

E
∥
∥xε(t)− z(t)

∥
∥p
H ≤ ψ(ε)exp(ξt), ∀0≤ t ≤ T. (3.9)

Next, we turn our attention to a so-called McKean-Vlasov variant of (1.1) given by
(1.9) in which f : [0,T]×H ×Pλ2 (H)→H and g : [0,T]×H ×Pλ2 (H)→ L2(K ;H) now
depend on the probability law μ(·) of the state process x(·). In addition to (H1)–(H3)
and (H7), we replace (H4)–(H6) by the following modified hypothesis:
(H12) there exist K : [0,∞)× [0,∞)× [0,∞)→ [0,∞) and N : [0,∞)× [0,∞)→ [0,∞)

satisfying (H4)–(H6) with (H4)(i)(b) and (H4)(ii)(b) replaced by
(i) E‖ f (t,x,μ)‖2

H + E‖g(t,x,μ)‖2
L2(K ;H) ≤ K(t,E‖x‖2

H ,‖μ‖2
λ2 ), for all 0 ≤ t ≤ T ,

μ∈Pλ2 (H), and x ∈ L2(Ω;H),
(ii) E‖ f (t,x,μ)− f (t, y,ν)‖2

H +E‖g(t,x,μ)−g(t, y,ν)‖2
L2(K ;H)≤N(t,E‖x− y‖2

H) +
ρ2(μ,ν), for all 0≤ t ≤ T , μ,ν∈Pλ2 (H), and x, y ∈ L2(Ω;H),

(iii) there exists MN >0 such that N(t,u)≤MNu, for all 0≤ t≤T and 0≤u<∞.

Remark 3.5. We point out that while the existence portion of the argument for (1.9) can
be established using essentially the same argument used to prove Theorem 3.1 without
strengthening the assumption on N , the dependence of f and g on the probability mea-
sure μ creates an additional difficulty when trying to show that μ(t) is the probability
law of x(t). Indeed, it seems that the concavity of N in the second variable (which guar-
antees the existence of positive constants α1 and α2 such that N(t,u) ≤ α1 + α2u, for all
0≤ t ≤ T and 0≤ u <∞) is not quite strong enough. However, taking α1 = 0 (i.e., condi-
tion (H12)(ii) becomes a Lipschitz-type condition) is sufficient. Since the nonlinearities
involved in McKean-Vlasov equations are often Lipschitz continuous (cf. Example 5.5 in
Section 5), the following theorem concerning (1.9) constitutes a reasonable result from
the viewpoint of applications; the case of a more general nonlinearity remains an inter-
esting open question.

We have the following analog of Theorem 3.1.

Theorem 3.6. If (H1)–(H3), (H7), and (H12) are satisfied, then (1.9) has a unique mild
solution x∈�([0,T];H) for which μ(t) is the probability distribution of x(t), for all t∈[0,T].

Results analogous to Propositions 3.2 and 3.3 can also be established for (1.9) by mak-
ing the natural modifications to the hypotheses and proofs.

Finally, in all the previous theorems the operator A in the two definitions of L was
independent of t. We now briefly comment on the nonautonomous versions of (1.1) and
(1.9), where the operator L(x(t)) is defined by either (1.2) or (1.3) with A replaced by
{A(t) : 0≤ t ≤ T}. In order to proceed in a manner similar to the one currently employed,
conditions need to be prescribed under which (i) a resolvent family {R(t,s) : 0≤ t≤s<∞}
is guaranteed to exist, and (ii) it is Ft-adapted. Conditions guaranteeing (i) can be found
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in [13, 20], while the approach used in [25] can be modified to establish sufficient con-
ditions that ensure (ii) holds. Once (i) and (ii) hold, each of the results formulated above
can be extended to the time-dependent case by making suitable modifications involving
the use of the properties of the time-dependent resolvent family (rather than the au-
tonomous one) in the arguments.

4. Proofs

Proof of Theorem 3.1. Consider the recursively-defined sequence of successive approxi-
mations defined as follows:

x0(t)= R(t)x0, 0≤ t ≤ T ,

xn(t)= R(t)x0 +
∫ t

0
R(t− s) f (s,xn−1(s)

)
ds

+
∫ t

0
R(t− s)g(s,xn−1(s)

)
dW(s), 0≤ t ≤ T , n≥ 1.

(4.1)

Also, consider the initial-value problem

z′(t)= CK(t,z(t)
)
, 0≤ t ≤ T ,

z(0)= z0,
(4.2)

where z0 > ξ
∗
1 +MR‖x0‖2

L2(H) and C = ξ∗2 . (Here, ξ∗1 = 3M2
R‖x0‖2

L2(H) and ξ∗2 = 3M2
R(T +

Lg).) Using (H6), we deduce that there exists 0 < T ≤ T such that (4.2) has a unique
solution z : [0,T]→R given by

z(t)= z0 +C
∫ t

0
K
(
s,z(s)

)
ds, ∀0≤ t ≤ T. (4.3)

We will divide the proof of Theorem 3.1 into stages, beginning with the following asser-
tion.
Claim 1. (i) For each n≥ 1, E‖xn(t)‖2

H ≤ z(t), for all 0≤ t ≤ T .
(ii) For each δ > 0, there exists 0 < T∗ ≤ T (independent of n) such that

E
∥
∥xn(t)−R(t)x0

∥
∥2
H ≤ δ, (4.4)

for each 0≤ t ≤ T∗ ≤ T and for each n≥ 1.

Proof. We prove (i) by induction. To begin, for n= 1, observe that standard computations
involving the use of (H4)(i) yield

E
∥
∥x1(t)

∥
∥2
H ≤ 3

[

E
∥
∥R(t)x0

∥
∥2
H +T

∫ t

0
E
∥
∥R(t− s) f (s,x0(s)

)∥∥2
Hds

+E
∥
∥
∥
∥

∫ t

0
R(t− s)g(s,x0(s)

)
dW(s)

∥
∥
∥
∥

2

H

]
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≤ 3M2
R

∥
∥x0

∥
∥2
L2(H) + 3M2

RT
∫ t

0
E
∥
∥ f
(
s,x0(s)

)∥∥2
H ds

+ 3M2
RLg

∫ t

0
E
∥
∥g
(
s,x0(s)

)∥∥2
L2(K ;H)ds

≤ 3M2
R

∥
∥x0

∥
∥2
L2(H) +3M2

R

[
T +Lg

]
∫ t

0

[
E
∥
∥ f
(
s,x0(s)

)∥∥2
H+E

∥
∥g
(
s,x0(s)

)∥∥2
L2(K ;H)

]
ds

≤ ξ∗1 + ξ∗2

∫ t

0
K
(
s,E
∥
∥x0(s)

∥
∥2
H

)
ds

≤ ξ∗1 + ξ∗2

∫ t

0
K
(
s,M2

R

∥
∥x0(s)

∥
∥2
L2(H)

)
ds (using monotonicity of K)

≤ ξ∗1 + ξ∗2

∫ t

0
K
(
s,z(s)

)
ds (by choice of z0)

= z(t) +
(
ξ∗1 − z0

)
(by (4.3) and choice of ξ∗2 )

≤ z(t) (since ξ∗1 < z0),

(4.5)

for all 0≤ t ≤ T . Now, assume that E‖xn(t)‖2
H ≤ z(t), for all 0≤ t ≤ T . Similar computa-

tions yield

E
∥
∥xn+1(t)

∥
∥2
H

≤ 3M2
R

∥
∥x0

∥
∥2
L2(H) + 3M2

R

[
T +Lg

]
∫ t

0

[
E
∥
∥ f
(
s,xn(s)

)∥∥2
H +E

∥
∥g
(
s,xn(s)

)∥∥2
L2(K ;H)

]
ds

≤ ξ∗1 + ξ∗2

∫ t

0
K
(
s,E
∥
∥xn(s)

∥
∥2
H

)
ds

≤ ξ∗1 + ξ∗2

∫ t

0
K
(
s,z(s)

)
ds (using the inductive hypothesis and monotonicity of K)

≤ z(t),
(4.6)

for all 0≤ t ≤ T . Thus, (i) holds by induction.
Next, in order to prove (ii), let δ > 0 be fixed and proceed by induction. For n = 1,

observe that for all 0≤ t ≤ T , we obtain (using (4.3) and the choice of z0)

E
∥
∥x1(t)−R(t)x0

∥
∥2
H ≤ ξ∗2

∫ t

0
K
(
s,
∥
∥x0

∥
∥2
L2(H)

)
ds≤ ξ∗2

∫ t

0
K
(
s,z(s)

)
ds. (4.7)

Also, the continuity of z and K guarantees the existence of 0 < T∗ ≤ T such that

ξ∗2

∫ t

0
K
(
s,z(s)

)
ds≤ δ, ∀0≤ t ≤ T∗ ≤ T , (4.8)
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so that, in conjunction with (4.7), we conclude that

E
∥
∥x1(t)−R(t)x0

∥
∥2
H ≤ δ, ∀0≤ t ≤ T∗ ≤ T. (4.9)

Now, assume that E‖xn(t)−R(t)x0‖2
H ≤ δ, for all 0≤ t ≤ T∗ ≤ T . Observe that

E
∥
∥xn(t)−R(t)x0

∥
∥2
H ≤ E

∥
∥
∥
∥

∫ t

0
R(t− s) f (s,xn(s)

)
ds+

∫ t

0
R(t− s)g(s,xn(s)

)
dW(s)

∥
∥
∥
∥

2

H

≤ ξ∗2
∫ t

0
K
(
s,E
∥
∥xn(s)

∥
∥2
H

)
ds

≤ ξ∗2
∫ t

0
K
(
s,z(s)

)
ds (by Claim 1(i))

≤ δ (by (4.8)),
(4.10)

for all 0≤ t ≤ T∗ ≤ T , as desired. This completes the proof of Claim 1. �

Next, we assert the following.
Claim 2. For all n,m≥ 1, E‖xn+m(t)− xn(t)‖2

H ≤ ξ∗3
∫ t

0 N(s,4δ)ds, for all 0≤ t ≤ T∗ ≤ T ,
where

ξ∗3 = 2M2
R

[
T +Lg

]
. (4.11)

Proof. Let n,m ≥ 1. Routine calculations used in conjunction with the monotonicity of
N yield

E
∥
∥xn+m(t)− xn(t)

∥
∥2
H ≤ 2

[

E
∥
∥
∥
∥

∫ t

0
R(t− s)[ f (s,xn+m−1(s)

)− f
(
s,xn−1(s)

)]
ds
∥
∥
∥
∥

2

H

+E
∥
∥
∥
∥

∫ t

0
R(t− s)[g(s,xn+m−1(s)

)− g(s,xn−1(s)
)]
dW(s)

∥
∥
∥
∥

2

H

]

≤ ξ∗3
∫ t

0
N
(
s,E
∥
∥xn+m−1(s)− xn−1(s)

∥
∥2
H

)
ds (by (H4)(ii)(b))

≤ ξ∗3
∫ t

0
N
(
s,2E

[∥
∥xn+m−1(s)−R(s)x0

∥
∥2
H +

∥
∥R(s)x0− xn−1(s)

∥
∥2
H

])
ds

≤ ξ∗3
∫ t

0
N(s,4δ)ds (by Claim 1(ii)),

(4.12)

for all 0≤ t ≤ T∗ ≤ T . This completes the proof of Claim 2. �
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Next, define the two sequences {γn(t)} and {ϑmn(t)} on [0,T∗] as follows:

γ1(t)= ξ∗3
∫ t

0
N(s,4δ)ds, γn+1(t)= ξ∗3

∫ t

0
N
(
s,γn(s))ds, n≥ 1, (4.13)

ϑmn(t)= E∥∥xn+m(t)− xn(t)
∥
∥2
H , n,m≥ 1. (4.14)

The continuity of N ensures the existence of 0 < T∗∗ ≤ T∗ such that

γ1(t)≤ 4δ, ∀0≤ t ≤ T∗∗. (4.15)

Claim 3. (i) For all n≥ 1, γn(t)≤ γn−1(t)≤ ··· ≤ γ1(t), for all 0≤ t ≤ T∗∗.
(ii) For all m,n≥ 1, ϑmn(t)≤ γn(t), for all 0≤ t ≤ T∗∗.

Proof. We establish (i) using induction on n. To begin, we show the string of inequalities
holds for n= 2. To this end, observe that using (4.15) and the monotonicity of N yields

γ2(t)= ξ∗3
∫ t

0
N(s,γ1(s))ds≤ ξ∗3

∫ t

0
N(s,4δ)ds= γ1(t), ∀0≤ t ≤ T∗∗. (4.16)

Now, assume that γn(t)≤ γn−1(t), for all 0≤ t ≤ T∗∗, and observe that

γn+1(t)= ξ∗3
∫ t

0
N
(
s,γn(s)

)
ds≤ ξ∗3

∫ t

0
N
(
s,γn−1(s)

)
ds= γn(t), ∀0≤ t ≤ T∗∗.

(4.17)

This completes the proof of (i). The argumen t for (ii) is equally as straightforward and
will be omitted. �

Using Claim 3, we deduce that {γn(·)} is a decreasing sequence in n. Moreover, for
each given n≥ 1, it is easy to see that γn(t) is an increasing function of t. Finally, with all
of the preliminary work now complete, we can now prove that (1.1) has a mild solution
x on [0,T∗∗]. To this end, define the function γ : [0,T∗∗]→R by

γ(t)= inf
n≥1

γn(t), ∀0≤ t ≤ T∗∗. (4.18)

Observe that γ is nonnegative and continuous, γ(0)= 0, and

γ(t)≤ ξ∗3
∫ t

0
N
(
s,γ(s)

)
ds, ∀0≤ t ≤ T∗∗. (4.19)

Thus, (H5) implies that γ(t)= 0 on [0,T∗∗]. Further, observe that Claim 3(ii), together
with the monotonicity of γn(·), implies that

sup
t∈[0,T∗∗]

ϑmn(t)≤ sup
t∈[0,T∗∗]

γn(t)≤ γn
(
T∗∗

)
, (4.20)

where the right-hand side of (4.20) tends to 0 as n→∞. Hence, we deduce from (4.14)
that {xn} is a Cauchy sequence in �([0,T∗∗];H). From completeness, it follows that there
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exists x ∈�([0,T∗∗];H) such that

∥
∥xn− x

∥
∥2
C([0,T∗∗];H) ≡ sup

t∈[0,T∗∗]
E
∥
∥xn(t)− x(t)

∥
∥2
H −→ 0 as n−→∞. (4.21)

Observe that

E
∥
∥
∥
∥

∫ t

o
R(t−s)[ f (s,xn(s)

)− f (s,x(s)
)]
ds
∥
∥
∥
∥

2

H
+E

∥
∥
∥
∥

∫ t

0
R
(
t−s)[g(s,xn(s)

)−g(s,x(s)
)]
dW(s)

∥
∥
∥
∥

2

H

≤ ξ∗4
∫ t

o
N
(
s,
∥
∥xn− x

∥
∥2
C([0,T∗∗];H)

)
ds,

(4.22)

where ξ∗4 =M2
R(T +Lg). From the continuity of N , (4.21) implies that

N
(
s,
∥
∥xn− x

∥
∥2

�([0,T∗∗];H)

)
→ 0 as n→∞. (4.23)

Since N(t,0)= 0, for all 0≤ t ≤ T , we conclude that the left-hand side of (4.22) tends to
0 as n→∞. Thus, x is indeed a mild solution of (1.1) on [0,T∗∗], as desired. A standard
argument can now be employed to prove that the above solution can be extended in
finitely many steps to the entire interval [0,T].

Finally, the uniqueness of the mild solution is now easily shown since if x, y ∈�([0,T];
H) are two mild solutions of (1.1), then

sup
t∈[0,T]

E
∥
∥x(t)− y(t)

∥
∥2
H ≤ 2M2

R

(
T +Lg

)
∫ t

0
N

(

s, sup
s∈[0,T]

E
∥
∥x(s)− y(s)

∥
∥2
H

)

ds (4.24)

so that (H5) (with D = 2M2
R(T +Lg)) implies that supt∈[0,T]E‖x(t)− y(t)‖2

H = 0. Conse-
quently, x = y in �([0,T];H), thereby showing uniqueness. This completes the proof of
Theorem 3.1. �

Proof of Theorem 3.4. We proceed by estimating each term of the representation formula
(cf. (1.7) and (1.10)) for E‖xε(t)− z(t)‖pH separately. Throughout the proof, Ci are pos-
itive constants and βi(ε) are positive functions which decrease to 0 as ε→ 0+. To begin,
note that (H9) guarantees the existence of C1 and β1(ε) such that for sufficiently small
ε > 0,

E
∥
∥Rε(t)x0−R(t)x0

∥
∥p
H ≤ C1β1(ε). (4.25)

Next, regarding the term E‖∫ t0[Rε(t− s) fε(s,xε(s))−R(t− s) f (s,z(s))]ds‖pH , the continu-
ity of fε, together with (H9), ensures the existence of C2 and β2(ε) such that for small
enough ε > 0,

∫ t

0
E
∥
∥[Rε(t− s)−R(t− s)] f (s,z(s)

)∥∥p
H ds≤ C2β2(ε), (4.26)
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for all 0≤ t ≤ T . Also, observe that Young’s inequality and (H10) together yield

∫ t

0
E
∥
∥Rε(t− s)

[
fε
(
s,xε(s)

)− f
(
s,z(s)

)]∥∥p
H ds

≤Mp
R

∫ t

0
E
∥
∥ fε
(
s,xε(s)

)− fε
(
s,z(s)

)
+ fε

(
s,z(s)

)− f
(
s,z(s)

)∥∥p
H ds

≤ 2p−1M
p
R

∫ t

0

[
MpE

∥
∥xε(s)− z(s)

∥
∥p
H +E

∥
∥ fε
(
s,z(s)

)− f
(
s,z(s)

)∥∥p
H

]
ds.

(4.27)

Note that (H10) guarantees the existence ofC3 and β3(ε) such that for small enough ε > 0,

E
∥
∥ fε
(
s,z(s)

)− f
(
s,z(s)

)∥∥p
H ≤ C3β3(ε), (4.28)

for all 0≤ t ≤ T , thereby enabling us to conclude from (4.27) that

∫ t

0
E
∥
∥Rε(t− s)

[
fε
(
s,xε(s)

)− f
(
s,z(s)

)]∥∥p
H ds

≤ 2p−1M
p
RM

p

∫ t

0
E
∥
∥xε(s)− z(s)

∥
∥p
H ds+ 2p−1M

p
RTC3β3(ε)

(4.29)

for all 0≤ t ≤ T . Using (4.26) and (4.29) together with the Hölder, Minkowski, and Young
inequalities yields

E
∥
∥
∥
∥

∫ t

0

[
Rε(t− s) fε

(
s,xε(s)

)−R(t− s) f (s,z(s)
)]
ds
∥
∥
∥
∥

p

H

≤ 2p−1E

[(∫ t

0

∥
∥Rε(t− s) fε

(
s,xε(s)

)−Rε(t− s) f
(
s,z(s)

)∥∥
H ds

)p

+
(∫ t

0

∥
∥Rε(t− s) f

(
s,z(s)

)−R(t− s) f (s,z(s)
)∥∥

H ds
)p]

≤ 2p−1Tp/q
[

2p−1M
p
RTC3β3(ε) + 2p−1M

p
RM

p

∫ t

0
E
∥
∥xε(s)− z(s)

∥
∥p
H ds+C2β2(ε)

]
.

(4.30)

Similarly, in order to estimate E‖∫ t0 Rε(t− s)gε(s,xε(s))dW(s)‖pH , we note that computa-
tions similar to those leading to (4.30), together with Lemma 2.1, yield

E
∥
∥
∥
∥

∫ t

0
Rε(t− s)gε

(
s,xε(s)

)
dW(s)

∥
∥
∥
∥

p

H

≤ 2p−1M
p
R

[

E
∥
∥
∥
∥

∫ t

0

(
gε
(
s,xε(s)

)− gε
(
s,z(s)

))
dW(s)

∥
∥
∥
∥

p

H
+E

∥
∥
∥
∥

∫ t

0
gε
(
s,z(s)

)
dW(s)

∥
∥
∥
∥

p

H

]

≤ 2p−1M
p
RLg

[∫ t

0
MpE

∥
∥xε(s)− z(s)

∥
∥p
H ds+

∫ t

0
E
∥
∥gε
(
s,z(s)

)∥∥p
L2(K ;H)ds

]
.

(4.31)
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(The argument of [16, Proposition 1.9] guarantees the existence of a bound Lg (indepen-
dent of ε > 0) that applies for all mappings gε under consideration.) Also, (H11) guaran-
tees the existence of C4 and β4(ε) such that for small enough ε > 0,

∫ t

0
E
∥
∥gε
(
s,z(s)

)∥∥p
L2(K ;H)ds≤ C4β4(ε), (4.32)

for all 0≤ t ≤ T . Substituting (4.32) in (4.31) yields

E
∥
∥
∥
∥

∫ t

0
Rε(t− s)gε

(
s,xε(s)

)
dW(s)

∥
∥
∥
∥

p

H
≤ 2p−1M

p
RLg

[∫ t

0
MpE

∥
∥xε(s)− z(s)

∥
∥p
H ds+C4β4(ε)

]
.

(4.33)

Using (4.33), in conjunction with (4.25)–(4.30), enables us to conclude that for all ε > 0
small enough to ensure that (4.25)–(4.33) hold simultaneously, there exists a constant
η > 0 (namely, η = 2p−1M

p
RM

p[2p−1Tp/q +Lg]) such that

E
∥
∥xε(t)− z(t)

∥
∥p
H ≤

4∑

i=1

Ciβi(ε) +η
∫ t

0
E
∥
∥xε(s)− z(s)

∥
∥p
H ds. (4.34)

An application of Gronwall’s lemma in (4.34) subsequently yields

E
∥
∥xε(t)− z(t)

∥
∥p
H ≤Ψ(ε)exp(ηt), (4.35)

for all 0 ≤ t ≤ T , where Ψ(ε) =∑4
i=1Ciβi(ε). This completes the proof of Theorem 3.4.

�

Proof of Theorem 3.6. Let μ∈�λ2 (T)≡ C([0,T];(Pλ2 (H),ρ)) be fixed. The existence and
uniqueness of a mild solution xμ on [0,T] of (1.9) can be established as in the proof of
Theorem 3.1. We must further show that μ is, in fact, the probability law of xμ. Toward
this end, following the approach used in [1, 19], let L(xμ)= {L(xμ(t)) : t ∈ [0,T]} denote
the probability law of xμ and define the operator Ψ on �λ2 (T) by Ψ(μ)= L(xμ). We first
prove that L(xμ) ∈ �λ2 (T); that is, Ψ maps �λ2 (T) into itself. Indeed, note that since
xμ ∈�([0,T];H), it follows that L(xμ(t))∈Pλ2 (H), for any t ∈ [0,T]. As such, we only
need to show that t → L(xμ(t)) is continuous. To this end, observe that for sufficiently
small |h| > 0, the continuity of xμ, K , and N implies that

lim
h→0

E
∥
∥xμ(t+h)− xμ(t)

∥
∥2
H = 0, ∀0≤ t ≤ T. (4.36)

Further, for all t ∈ [0,T] and ϕ∈ Cρ(H), the definition of the metric ρ (cf. (2.8)) yields

∣
∣〈ϕ,L

(
xμ(t+h)

)−L
(
xμ(t)

)〉∣∣= ∣∣E[ϕ(xμ(t+h
))−ϕ(xμ(t)

)]∣∣

≤ ‖ϕ‖CρE
∥
∥xμ(t+h)− xμ(t)

∥
∥
H.

(4.37)
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Thus, we may conclude that

lim
h→0

ρ
(
L
(
xμ(t+h)

)
,L
(
xμ(t)

))= lim
h→0

sup
‖ϕ‖Cρ≤1

∫

H
ϕ(x)

(
L
(
xμ(t+h)

)−L
(
xμ(t)

))
dx = 0,

(4.38)

thereby showing that L(xμ)∈�λ2 (T).
Finally, note that if x is a mild solution of (1.9), then clearly its probability law L(x)= μ

is a fixed point of Ψ. Conversely, if μ is a fixed point of Ψ, then the variation of parameters
representation formula (parametrized by μ) defines a solution xμ which, in turn, has a
probability law μ belonging to the space �λ2 (T). Thus, in order to complete the proof it
suffices to show that the operator Ψ has a unique fixed point in �λ2 (T). To this end, let μ,
ν be any two elements of �λ2 (T) and let xμ and xν be the corresponding mild solutions of
(1.9). Standard computations employing the use of (H12) yield

E
∥
∥xμ(t)− xν(t)

∥
∥2
H ≤MT

∫ t

0

[
N
(
s,E
∥
∥xμ(s)− xν(s)

∥
∥2
H

)
+ ρ2(μ(s),ν(s)

)]
ds, (4.39)

where MT = 2M2
R(T + Lg). Using (H12)(iii), we continue the inequality in (4.39) to ob-

tain

E
∥
∥xμ(t)− xν(t)

∥
∥2
H ≤MT

∫ t

0

[
MNE

∥
∥xμ(s)− xν(s)

∥
∥2
H + ρ2(μ(s),ν(s)

)]
ds

≤MT

∫ t

0
ρ2(μ(s),ν(s)

)
ds+MNMT

∫ t

0
E
∥
∥xμ(s)− xν(s)

∥
∥2
H ds,

(4.40)

from which it follows by an application of Gronwall’s inequality that

E
∥
∥xμ(t)− xν(t)

∥
∥2
H ≤MT

(∫ t

0
ρ2(μ(s),ν(s)

)
ds
)

exp
(
MNMTt

)

≤MT exp
(
MNMTt

)
tD2

t (μ,ν) (cf. (2.9)),

(4.41)

for all 0≤ t ≤ T . Observe that for 0 < T ≤ T chosen sufficiently small, there exists a con-
stant 0 < C < 1 (independent of μ,ν) for which

MT exp
(
MNMTt

)
t ≤ C, ∀0≤ t ≤ T ≤ T , (4.42)

so that

MT exp
(
MNMTt

)
tD2

t (μ,ν)≤ CD2
T(μ,ν), ∀0≤ t ≤ T ≤ T. (4.43)

Consequently, from (4.41) and (4.43), we have

E
∥
∥xμ(t)− xν(t)

∥
∥2
H ≤ CD2

T(μ,ν), ∀0≤ t ≤ T , (4.44)
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and therefore
∥
∥Ψ(μ)−Ψ(ν)

∥
∥2
Cλ2 (T) =D2

T

(
Ψ(μ),Ψ(ν)

)≤ ∥∥xμ− xν

∥
∥2
Cλ2 (T) ≤ CD2

T(μ,ν)= C‖μ− ν‖2
Cλ2 (T).

(4.45)

Thus, Ψ is a contraction on �λ2 (T) and therefore, has a unique fixed point. As such,
(1.9) has a unique mild solution on [0,T] with probability distribution μ∈�λ2 (T). This
procedure can be repeated in order to extend the solution, by continuity, to the entire
interval [0,T] in finitely many steps, thereby completing the proof. �

5. Examples

Example 5.1. Let D be a bounded domain in RN with smooth boundary ∂D. Consider
the following initial boundary value problem:

∂x(t,z)=
(
−
∫ t

0
a(t−s)Δzx(s,z)ds+F

(
t,x(t,z)

)
)
∂t+G

(
t,x(t,z)

)
dβ(t), a.e. on (0,T)×D,

x(t,z)= 0, a.e. on (0,T)× ∂D,

x(0,z)= x0(z), a.e. on D,
(5.1)

where x : [0,T]×D→R, F : [0,T]×R→R, G : [0,T]×R→ L2(RN ,L2(D)), a : [0,T]→
R, x0 : D → R, and β is a standard N-dimensional Brownian motion. We impose the
following conditions:
(H13) a∈ L1((0,T);R) is an Ft-adapted, positive, nonincreasing, convex kernel;
(H14) F satisfies the Caratheodory conditions (i.e., measurable in t and continuous in

x) and is such that
(i) there exists MF > 0 such that |F(t,x)| ≤MF[1 + |x|], for all 0 ≤ t ≤ T and

x ∈R,
(ii) there exists MF > 0 such that |F(t,x)−F(t, y)| ≤MF|x− y|, for all 0≤ t ≤ T

and x, y ∈R;
(H15) G satisfies the Caratheodory conditions and is such that

(i) there exists MG > 0 such that ‖G(t,x)‖L2(RN ;L2(D)) ≤MG[1 + |x|], for all 0≤
t ≤ T and x ∈R,

(ii) there exists MG > 0 such that ‖G(t,x)−G(t, y)‖L2(RN ;L2(D)) ≤MG|x− y|, for
all 0≤ t ≤ T and x, y ∈R;

(H16) x0 is an F0-measurable random variable independent of β with finite second mo-
ment.

The following theorem is a stochastic analog of [3, Theorem 6.2].

Theorem 5.2. If (H13)–(H16) are satisfied, then (5.1) has a unique mild solution x ∈
�([0,T];L2(L2(D)))

Proof. Let H = L2(D), K =RN , and define the operator A :D(A)⊂H →H by

Ax(t,·)=−Δzx(t,·), D(A)=H2(D)∩H1
0 (D). (5.2)
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It is known that A is a positive definite, self-adjoint operator in H (see [3]). Moreover,
using the properties of A and (H13), it follows from [25] and [29, page 38] that condition
(H3) is satisfied with MR = 1. Next, F and G, respectively, generate functions f : [0,T]×
H →H and g : [0,T]×H → L2(K ,H) by the following identifications:

f (t,w)(z)= F(t,w(z)
)
, a.e. on (0,T)×D, for each w ∈H ,

g(t,w)(z)=G(t,w(z)
)
, a.e. on (0,T)×D, for each w ∈H. (5.3)

Clearly, f and g satisfy (H4) due to (H14)-(H15), and x0 satisfies (H7). Since Lipschitz
conditions are imposed in (H14)-(H15), conditions (H5) and (H6) are automatically
satisfied (with N(t,u) = K(t,u) =Mu, where M =max{MF ,MG}). We can now rewrite
(5.1) in the form (1.1) (with L given by (1.2)) in H , and apply Theorem 3.1 to conclude
that (5.1) has a unique mild solution x ∈�([0,T];L2(L2(D))). �

Remark 5.3. Conditions (H14)-(H15) can be weakened by imposing a modified version
of (H4) withN and K given by (3.4), for instance. The existence and uniqueness of a mild
solution in such case is still guaranteed by Theorem 3.1.

Next, we consider a variant of (5.1) in which the mapping F now depends, in addition,
on the probability law of the state process. Precisely, we consider

∂x(t,z)=
(
−
∫ t

0
a(t− s)Δzx(s,z)ds

)
∂t+

(
F1
(
t,z,x(t,z)

)
+
∫

L2(D)
F2(t,z, y)μ(t,z)(dy)

)
∂t

+G
(
t,z,x(t,z)

)
dβ(t), a.e. on (0,T)×D,

x(t,z)= 0, a.e. on (0,T)× ∂D, x(0,z)= x0(z), a.e. on D,
(5.4)

where F1 : [0,T]×D ×R → R, F2 : [0,T]×D × L2(D) → L2(D), G : [0,T]×D ×R →
L2(RN ;L2(D)), and μ(t,·) ∈Pλ2 (L2(D)) is the probability law of x(t,·). We impose the
following modified version of hypotheses (H14)-(H15).

(H17) F1 satisfies the Caratheodory conditions (i.e., measurable in (t,z) and continuous
in the third variable) and is such that

(i) there exists MF1 > 0 such that |F1(t, y,z)| ≤MF1 [1 + |z|], for all 0 ≤ t ≤ T ,
y ∈D, z ∈R,

(ii) there exists MF1 > 0 such that |F1(t, y,z1)− F1(t, y,z2)| ≤MF1|z1 − z2|, for
all 0≤ t ≤ T , y ∈D, z1,z2 ∈R,

(H18) F2 satisfies the Caratheodory conditions and is such that
(i) there exists MF2 > 0 such that ‖F2(t, y,z)‖L2(D) ≤MF2 [1 + ‖z‖L2(D)], for all

0≤ t ≤ T , y ∈D, z ∈ L2(D),
(ii) F2(t, y,·) : L2(D)→ L2(D) is in Cρ, for each 0≤ t ≤ T , y ∈D.

(H19) G satisfies the Caratheodory conditions and is such that
(i) there exists MG > 0 such that ‖G(t, y,z)‖L2(RN ;L2(D)) ≤MG[1 + |z|], for all

0≤ t ≤ T , y ∈D, z ∈R,
(ii) there exists MG > 0 such that ‖G(t, y,z1)−G(t, y,z2)‖L2(RN ;L2(D))≤MG|z1−

z2|, for all 0≤ t ≤ T , y ∈D, z1,z2 ∈R.
We have the following theorem.
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Theorem 5.4. If (H13) and (H16)–(H19) are satisfied, then (5.4) has a unique mild solu-
tion x ∈�([0,T];L2(L2(D))) with probability law {μ(t,·) : 0≤ t ≤ T}.
Proof. Let H , K , and A be defined as in the proof of Theorem 5.2. Define the maps f :
[0,T]×H ×Pλ2 (H)→H and g : [0,T]×H ×Pλ2 (H)→ L2(K ,H) by

f
(
t,x,μ(t)

)
(z)= F1

(
t,z,x(t,z)

)
+
∫

L2(D)
F2(t,z, y)μ(t,z)(dy), (5.5)

g
(
t,x,μ(t)

)
(z)=G(t,z,x(t,z)

)
, (5.6)

for all 0≤ t ≤ T , z ∈D, and x ∈H . We must show that f and g satisfy (H4). To this end,
observe that from (H17)(i), we obtain

∥
∥F1

(
t,·,x(t,·))∥∥L2(D) ≤MF1

[∫

D

[
1 +

∣
∣x(t,z)

∣
∣]2

dz
]1/2

≤ 2MF1

[
m(D) +

∥
∥x(t,·)∥∥2

L2(D)

]1/2

≤ 2MF1

[√
m(D) +‖x‖�(L2(D))

]
≤M∗

F1

[
1 +‖x‖�(L2(D))

]
,

(5.7)

for all 0≤ t ≤ T , x ∈�(L2(D)), where

M∗
F1
=
⎧
⎪⎨

⎪⎩

2MF1

√
m(D), if m(D) > 1,

2MF1 , if m(D)≤ 1.
(5.8)

(Here, m denotes the Lebesgue measure in Rn.) Also, from (H17)(ii), we obtain

∥
∥F1

(
t,·,x(t,·))−F1

(
t,·, y(t,·))∥∥L2(D) ≤MF1

[∫

D

∣
∣x(t,z)− y(t,z)

∣
∣2
dz
]1/2

≤MF1

[

sup
0≤s≤t

∥
∥x(s,·)− y(s,·)∥∥2

L2(D)

]1/2

=MF1‖x− y‖�(L2(D)),

(5.9)

for all 0 ≤ t ≤ T , x, y ∈ �(L2(D)). Using (H18)(i), together with the Hölder inequality,
yields

∥
∥
∥
∥

∫

L2(D)
F2(t,·, y)μ(t,·)(dy)

∥
∥
∥
∥
L2(D)

=
[∫

D

[∫

L2(D)
F2(t,z, y)μ(t,z)(dy)

]2

dz

]1/2

≤
[∫

D

∫

L2(D)

∥
∥F2(t,z, y)

∥
∥2
L2(D)μ(t,z)(dy)dz

]1/2
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≤MF2

[∫

D

(∫

L2(D)

(
1 +‖y‖L2(D)

)2
μ(t,z)(dy)

)
dz
]1/2

≤MF2

√
m(D)

√∥
∥μ(t)

∥
∥
λ2 (cf. (2.8))

≤MF2

√
m(D)

(
1 +

∥
∥μ(t)

∥
∥
λ2

)
, ∀0≤ t ≤ T , μ(t)∈Pλ2 (H).

(5.10)

Also, invoking (H18)(ii) enables us to see that for all μ(t),ν(t)∈Pλ2 (H),

∥
∥
∥
∥

∫

L2(D)
F2(t,·, y)μ(t,·)(dy)−

∫

L2(D)
F2(t,·, y)ν(t,·)(dy)

∥
∥
∥
∥
L2(D)

=
∥
∥
∥
∥

∫

L2(D)
F2(t,·, y)

(
μ(t,·)− ν(t,·))(dy)

∥
∥
∥
∥
L2(D)

≤ ∥∥ρ(μ(t),ν(t)
)∥∥

L2(D)

(
cf. (2.8)

)

=
√
m(D)ρ

(
μ(t),ν(t)

)
, ∀0≤ t ≤ T.

(5.11)

Combining (5.7) and (5.10) with (H19)(i), we see that f and g satisfy (H12)(i) with

K(t,u)=Mu, where M =max
{

2MF2

√
m(D),2M∗

F1
,MG

}
. (5.12)

Similarly, combining (5.9) and (5.11) with (H19)(ii), we see that f and g satisfy (H12)(ii)
with

N(t,u)=Mu, where M =max
{
MF1 ,

√
m(D),MG

}
. (5.13)

Thus, we can invoke Theorem 3.6 to conclude that (5.4) has a unique mild solution x ∈
�([0,T];L2(L2(D))) with probability law {μ(t,·) : 0≤ t ≤ T}. �

Example 5.5. The following is a stochastic version of the classical initial-boundary value
problem governing heat flow through materials with memory, which has been studied
in [21]:

q(t,z)=−
(
xz(t,z) +

∫ t

0
a(t− s)xz(s,z)ds

)
, 0≤ t ≤ T , 0≤ z ≤ L,

∂x(t,z)=
(
− ∂

∂z
q(t,z) +F(t,z)

)
∂t+G(t,z)∂W(t), 0≤ t ≤ T , 0≤ z ≤ L,

x(0,z)= x0(z), 0≤ z ≤ L,

(5.14)

where F : [0,T]× [0,L]→ R, G : [0,T]× [0,L]→ L2((L2(0,L))2), x0 : [0,L]→ R, and W
is a standard L2(0,L)-valued Wiener process. Here, we assume that a, F, and G satisfy
(H13)–(H16), appropriately adapted to the current setting.
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We identify H = K = L2(0,L) and define A :D(A)⊂H →H by

Ax(t,·)=− ∂2

∂2z
x(t,·), D(A)=H2(0,L)∩H1

0 (0,L). (5.15)

It is known that (A,a) satisfies (H3), and that F and G define functions f and g as in
Example 5.1. As such, (5.14) can be written in the abstract form (1.1) with L given by
(1.3). Arguing as before, one can invoke Theorem 3.1 to prove that (5.14) has a unique
mild solution x ∈�([0,T];L2(L2(0,L))).

Remark 5.6. (i) If F in (5.14) is replaced by a mapping as defined in (5.5), then the re-
sulting initial-value problem constitutes a McKean-Vlasov variant of (5.14). Arguing as
in Theorem 5.4, one can invoke Theorem 3.6 to conclude the existence and uniqueness
of a mild solution in such case.

(ii) A concrete example of (1.1) (with L given by (1.3)) that arises in the study of
viscoelasticity is discussed in [22, 23]. A stochastic version of this example in the spirit
of those discussed in this section can be established in a similar manner, assuming that
conditions comparable to those in [25] are imposed to ensure the existence of an Ft-
adapted resolvent family.
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