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A Metric for Routing in Delay-Sensitive Wireless
Sensor Networks

Zhen Jiang Jie Wu Risa Ito
Dept. of Computer Sci. Dept. of Computer & Info. Sciences DepiComputer Sci.
West Chester University Temple University West Chestevehsity
West Chester, PA 19382 Philadelphia, PA 19122 West Che#erl 9382
Abstract—We propose a new scheme to reduce the end-to-end ul

routing delay in the mission-critical applications of the wireless
sensor networks (WSNs) under the duty cycle model. While
greedy routing in the synchronized MAC model has been studied

extensively, efficient routing in an asynchronous MAC model is -
considerably different because the wake-up time and availability A d rescue
of a node along the pre-decided path are not synchronized and s center/base

can be changed by many dynamic factors. The challenge is to
catch this dynamic change in time and furthermore, to minimize
its impact on routing decisions. We proposed a normalized
evaluation value € [0, 1] at each node under the proactive model
for all different paths passing through, saving the cost and delay
of the reactive information model. Its measurement interprets o
the existence of the fastest path to the edge of the networks in asequence, but is independent of those of other nodes. No
Cf_ertai_n direction, d_irecting any local advance greedy_in the_ same synchronization is required. Prior work @hycast [2], [4],
d'r?tCt'?”-tY]\/e provide a new st:]rategy fotr %fefedy r%‘%“”g- First, it 9], [15] has proposed the use of the “first-wake-up, first'use
waits for the appearance of the expected forwarding successor :
if this fails, then it will select the backup by the “first-wake-up, pollcy (FWFU)’ where each node forwards the pa.Cket to th_e
first use” policy to avoid a dead wait. We focus on an “everyone” first candldate_ node that wakes up. However, as indicated in
model, in which each node will apply the same generic process in [7], that candidate node may be in the path with more of
a fully distributed manner in order to achieve a reliable solution. a delay to the base/sink. The reduction in 1-hop delay, also
App'y'r':gdorr appr_cl’l""c? " “;‘ﬁ ”e“g’otrkst_""l'th a uniform twe}ke' called cycle waiting time, may not necessarily lead to the
up schedule, we illustrate the substantial improvement of our o . : -
approach in both analytical and experimental results compared gptlmlzitl?\ln ((j)n th? ﬁnd tto endddelay. CS?SIt?]er;he scglnlarll( d
with those best known to date. blguf:e - NOGes wishes 1o sen a_repolr 0 the ;SG-l Oi; e
y the mountainous terrain, its signal cannot directly heac
the sinkd and requires a relay path. Among its neighbors,
uy is the first node that wakes up. When the routing reaches

. INTRODUCTION it, another relay node, is needed for the packet sent to the

Wireless sensor networks (WSNs) have great |ong_tem$stination. Ifs can hold the packet and wait until; yvakes
economic potential and the ability to transform our lives. 1UP; the paths —uz — d has less hops and the routing takes
many mission-critical applications, it is very importaattend €SS time.
surveillance results without any unnecessary delay. Adikc ~ Each greedy forwarding needs to determine which neighbor
by the unstable nature of the wireless signals and the compte choose on the behalf of the entire path. This relies on-accu
terrain of the deployment area, surveillance reports carino rate information of the elapsed time along each possible, pat
many cases, be sent to sink directly and require a multi-hegt only the cycle waiting time, but also the transmissiometi
relay path. In traditional multi-hop routing schemes, tlaehp By exchanging the pseudo-random seed and the last wake-up
is built by the independent decision at each intermediatiendime, a node can easily forecast its neighbor’s next appeara
where a designated next-hop relay node is selected from fiwever, that neighbor's connection can be deferred to the
available 1-hop neighbors. A neighbor closer to the detitina next cycle in the schedule sequence due to signal fading,
is preferred to avoid any unnecessary hop [8] in use. Suitierference, and any purposed re-schedule for perforenanc
a node selection is also callddcalized greedy forwarding oOptimization in the beaconing process. In many cases, a
(or simply greedy forwarding). Otherwise, the routing tele neighbor can become unreachable due to mobility, failures,
detour. communication jams, and power exhaustion. To achieve a path

Recent systems [3], [12] have adopted the asynchronouighout unnecessary delay, it is important to catch eachgba
sleep-wake scheme [9], [14] to reduce the overhead of neigh-time and allow the routing to adjust to a better path.
bor synchronization. In this duty cycle system, the sleep-Our work aims to provide the required information in a
wake schedule at each node uses a predictable pseudo-randewm metric for the duty cycle systems. The minimum cost and

Fig. 1. Multiple-hop unicasting in the disaster recoverplagtion.

Keywords: Delay, distributed algorithms, routing, wireless sensor
networks.



the effectiveness of reducing routing delay, especiallgenn greedily in the same direction that its reference path does.
unpredictable schedule changes, distinguishes our eplutiVhen the dynamics incur a change of metric value, any in-
from others. We face three challenges of the variation pfogress routing heading into the update propagation cde ma

node/connection availability in duty cycle systems. an alternative selection to avoid the dead wait for a single

« First, how does each node collect its information and thélf |%hb(.)r.th8trlctlyt_spealr<]|ng, the_fppr(()jgch tsupfports Seﬁd eq
control the cost? Without using any global control, th ou lngd._ € routing tc hangfes s mn wez rettireteh thhi IIS
information will be accumulated by exchanges among prwarding region switches Irom one quadrant to the other.

sample deployment model, our analytical and experimental

hop neighbors. The transmission time is considered s . o .
well as the cycle waiting time. In order to completeresuns show the effectiveness of our metric in achieving a

the collection quickly, we need to control the scalabilit reduction of end-to-end delay in greedy forwarding, evermvh

within a limited area (i.e., region) for the search of th
routing path with the minimum delay, even when many
nodes and connections change their availability.

« Second, how can the granularity of such a region be
determined? The neighborhood connections at each node
are of irregular structure in WSNs. A relay node will
change the scope of the neighborhood watch as well
as its availability in the least-time routing path. The 2)
concern region for metric evaluation is also irregular
and may change for each different routing request. We
need a relatively stable region in metric evaluation to
avoid changing its value too often and too quickly in
the proactive model.

« Third, how does the designated metric information re- 3)
flect the quality of a routing? We need to study the
effectiveness of the localized processes in both metric
evaluation and greedy forwarding. We focus on a practical
routing solution under frequent changes of asynchronous

1)

any nodes change their duty cycles and availability.
Our contributions are threefold:

The detour and its unnecessary relay have been ignored
in existing routings in duty cycle systems. They are
considered in our metric. A balanced, comprehensive
measurement is provided for each localized routing
decision to achieve better end-to-end performance.
Unlike reactive methods requiring a probing process to
fetch the information, our metric evaluation is conducted
under a proactive model, saving the cost and delay
for routing decision. The implementation problems are
addressed. A balance point of the tradeoff between
precision and construction cost is proposed.

We provide both analytical and experimental results to
illustrate the effectiveness of our balanced measurement
in achieving less delay in data transmission, even in
a highly dynamic network within which many nodes
change their duty cycles and availability.

neighbor schedules and node availability. The remainder of the paper is organized as follows: Sec-

In our approach the greedy forwarding is limited within thdon 2 mt_roduces SOome necessary notations and prellr’erm_arl
e provide details of the network model, the LF routing,

. . Wi
request zone in [8] so that all possible paths can be coattoll . .
in a quadrant. Such a forwarding, also called LF routing, hggd the data transmission with duty cycles for ea(_:h 1-hop
a simple structure for easy information construction. Aggen advance. Section 3 highlights the challenge to provideydela
value M ¢ [0, 1] is provided at each node0™ indicates that information in the proactive mode. We then discuss the idea
the LF routin,g and its succeeding paths from this node w f our approach.. Section 4 present; our delay metric and its
be blocked by local minima. Accessing such a node will inc ‘a"ed. evaluation Processes. Section 5 prov@es ourdgree
detours, which require extra neighbor synchronizationdate orwarding based on this meas_urement. In Section 6, we prove
tQF bound of delay in our routing when each node wakes up

transmission. “1” indicates a permanently awakened node .
sink that is ready for data transmission at any time. Ottregwi in'a true schedule or when they can change their schedules
Igynamically. In Section 7, both the analysis results and the

J\—Z implies the minimal transmission time of a non-detour L ) : .
path built from this node to a nearby permanently awakeng ulation results are illustrated to prove the improvemen

node, such as the sink or edge nodes of the networks. Asour routing in delay and completion 'time gompared with

usual, these nodes always remain active to provide acomplé € best results known to dgte. The _S|mulat|on_ results qlso
constant coverage. That path is also calledréference path show an acceptable construction cost in the metric evaluati

of this M and will be used to guide the routing in the sam his proves the cost-effectiveness of our approach. Sectio

direction. The larger the value @i/, the less delay along that d|scusses.the existing ISsue in related work. Section 9

reference path there will havé’s construction reuses theconcludes this paper and provides ideas for future research

beacon message at no extra cost. Its update is dependent on I

the duty cycles of all 1-hop neighbors, not just one single

neighbor connection. It can remain stable even when mafly WSNs with a guided schedule (GS)

nodes change their duty cycles or availability. A WSN under the duty cycle model can be represented by
Like a lighthouse guiding boats to the harbor at nighg simple undirected grapf = (V, E), whereV is a set of

but not necessarily illuminating everywhere, this metatue vertices (nodes) and' is a set of undirected edgeal(u)

guides our LF routing to select a neighbor with a relativelgenotes the set of neighbors within the radius of nade

higher priority (i.e., less delay), approaching the degion n(u) (C N(u)) denotes the set of neighbors that are currently

. PRELIMINARY



data time Y Z(u2), type IV
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d
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u2 ‘ WakéAck‘ ‘ Beacoh ACH ©0) 1 ! 7
: u(o, !
‘ 4 ‘ quadrant IIII quadrant IV . :
d Ack R N 1
C type 3 zone| type 4 zone ¢ hole
@ S
channel waiting @ (b)
t(s, ul3)
T data time
s T ‘ ‘ACAK‘ tfansmlSS'O'L Fig. 3. Definition of (a) forwarding zones and (b) requeste=on
u3 ‘ Waké Acl{ ‘ ‘ Ack‘ ‘
A [13]. A nodew can select one of its neighborsand expect it
d | Ack] | to wake up after a certain time, following its own schedule.
(b) will hold the packet and switch to sleep mode, allowing other

nodes in its neighborhood to communicate. After tirfwe, v),
Fig. 2. Time sequence for the sample routing in Figure 1. (ah Bat

u1 — ug — d uses the FWFU policy for the successor selection, and (b) Path will wake up to Contmu_e_ communl_catlng V\_”th' t(% U)’
s—us —d uses selection with an appropriate wait, which requirescanrate /S0 called the cycle waiting time, is the time difference

prediction of wake-up time. betweenu’s appearance ands coming appearance. After the
message is sent,will schedule back to its original sleep-wake
sequence. In our approach after the target neighbor istedlec
the corresponding waiting time is set with metric evaluatio
The example of data transmission with an appropriate wait is
shown in Figure 2 (b), along the routing path- u3 — d in

awakened withu. Each nodeu has the location(z,, y.),
simply denoted byL(w). | L(u) — L(v) | is the distance

between two nodes andv. andd are the _. . . .
v. 8(2s,9s) (2a, ya) Figure 1. However, when misses its schedule or is no longer

source and destination nodes.. available at the expected time,will switch back to the FW
Our networks are deployed in a 2-D plane. Data can rep %

to sinks with satellite signals or mesh nodes along the edg
with Internet access. They are set in safe areas and do

have Ip(t)wer mefﬂmency.tW?l kegt% them daW‘f""‘?geot'hto prol\/l ich each node wakes up. We preset the intensiXyso that
complete coverage constantly. Other nodes inside the yiegblo . . timet(u,v) can be controlled within a uniform rangss

area will periodically_ 90 to sleep in a cyclg in order_to SaVith an average ofs. Note that for each pair of neighboring
energy and extend lifetime. The schedule is determined bynngSu and v, t(u,v) is directional and independent. Each
pseudo random sequence with a preset seed in the unif ' !

S . o 84eu needs a local clock to maintai . However in this
distribution. Each time a node wakes up, it initiates a Y u, v)

. o . _paper we use global time in the slots to simplify the discussi
beaconing process to connect nodes within its communitatio

range. When a neighbor receives this beacon messag®. Limited greedy forwarding (LF)

(v € n(w)), it will respond tow and share the information, As described in LAR scheme 1 in [8], the selection of the
including the location, seed of pseudo random sequende, igfwarding successor can be limited within the request Zone
wake-up time, metric values, etc. Each node can predict thgjer to achieve a simple regularity structure. The recumse

®ro study the impact of a dynamic change, the schedule
gﬁuence is randomly changed in the Poisson process, with

next appearance of its neighbors. is a rectangle in the corresponding quadrant (see Figurd) 3 (a
A short message system with the FWFU waiting schedulgith both « andd at opposite corners (see Figure 3 (b)). The
is adopted in our networks. The packet will advance ongequest zones, with respectdpin quadrants I, I, Ill, and IV

hop in each cycle until it is delivered to the destinatién are of types 1, 2, 3, and 4, denoted By(u,d) (1 < i < 4).
When an active node: needs to communicate, it will startEach corresponding quadrant is called tygerwarding zone,
from the beaconing process. Whenever a neighbor wakes déhoted byQ, (u). A greedy advance i#;(u, d) is called type-
during this period (i.e.v € n(u)), it will respond towu. 4 forwarding. The discussion in this paper focuses on type-1
After that, v can forward the packet to. An example of forwarding and the corresponding information collectiGhe
this non-delay transmission is shown in Figure 2 (a), alongst of the results can easily be derived by rotating theeplan
the routing paths — u; — uz — d in Figure 1. A nodeu will Algorithm 1 shows the details. At each hop, a successor
keep beaconing its neighbors cycle by cycle until a neighbgy selected in the request zone. Indicated in [5], a single LP
becomes available for forwarding. This scheme has been ugedting path may experience different types of forwardings
in existinganycasting [2], [4], [9], [15]. Simply, this mode is when the relative position ofl to the intermediate node
denoted by FW. changes and is located in different types of request zones.
The system also supports guided schedule changes, denotégtlompared with the region that contains all possible succes-
by GS, that are required for performance optimization in [7$ors in anycasting, the forwarding zone has a limited aréla an



node density in deployment

Algorithm 1 (LF routing) : Determine the successor of node d Ll
sld source / destination

u (inCIUding nOdeS) with respect tON(u) [8] u the current node of the routing fromto d
1) Ifde N(u),v=d. L(u) location of nodeu, i.e., (x4, yx) In the 2-D plane
2) Determine the request zong,(u,d) (1 < k < 4), N(u) | 1-hop neighbor set ok
. n(u) set ofu’s neighbors currently awakened
according toL(u) and L(d). t(u,v) | cycle waiting time thaw waits forv € n(u)
3) Selectv € N(u) N Zg(u,d). B length of duty cycle, maximum value &!(“2—”)

T(u,v) | total time of a one-hop transmission fromto v
Qi(u) type< forwarding zone [ < i < 4)
Zi(u,d) | type< request zone with respect @;(u) andd

reduces the flexibility of LF. However, it has a simple struc- 1 the average number of neighbors@

. . . T the average number of different key pathsin
tural regularity and each of its successful advances is edgre () | delay estimation for forwarding inside, (u)
forwarding. Next, we will present our metric informationder M(u) | delay estimation array, tuplé\(;(u) : 1 < i < 4)

the GS model for LF routing. The information-based routing TABLE |

can achieve better performance than anycasting in terms of LIST OF NOTIONS USED
delay (i.e., the speed of routing). In this way, we show the

value of our metric. Table | summarizes all of the notions

used in this paper.

I1l. PROBLEM AND THE PROPOSEDIDEA To store and exchange information easily, information

Our goal is to achieve the optimization of delay for a singl&! (4, d) must be normalized ire [0, 1], fitting the resource
routing, instead of the mean time of the delay. Unlike tho&@nstraint of WSN. Note that the normalized value will
methods determining the wake-up time to fit the subsequdtSSiPly cause a round-off error and cannot represent tet ex
path, our approach selects the path with the best scheduld/§@y time. Indeed, a relatively high value is selected @ th
reduce end-to-end delay. We focus on an “everyone” modE&uting decision, regardiess of its numerical value.

in which each node will apply the same generic process in aVe focus on a practical solution under the proactive model

fully distributed manner, in order to achieve a reliablauion. Pecause the delay and cost of the information collectioreund
More specifically, for each node along the routing path the reactive model (on-demand, e.g. [6], [7], [10]) are the
to the destination/, we provide the information of each 1-problems that cannot be ignored. Our information at each

hop neighborv € N(u), interpreting the elapsed time of itghode is constituted before any routing is initiated. Beeaus

subsequent path in a global view. This evaluation will bedus&N® destinationl is unknown, the number of evaluation records
for the decision at: to achieve the quickest path. maintained at each node must be reduced to 1. That is,

The larger evaluation value, the less delay the path likely | M(u) |=0(C) — 1
has. That is, for any two paths:, uy,us, - -+ , ug, up+1 = d}
and {v, vy, va, - , vy, ipr = d}, we have constraint 1: where M (u) = {M(u,d) | d € V'}. This is the implementa-
ik ik tion problem because is releva(nt in) constrai(nt 2j W
. o . o In our approach, we repladg(u, d) with Z;(u,d) N N (u).
mm;T(“““”l) < mm;T(”f’”f“)’ BecauseZ; (u, d) N N (u) = Q;(u) N N(u) and1 < i < 4, we
) can achieve
i | M(u) |= 4.

M(u,d) > M(v,d).

Note thatk andk are not necessarily the same. Thig,is

an evaluation function that includes (1) the delay caused
cycle waiting time¢(u,v), (2) other delay costs in message;,
transmissiore T'(u, v), and (3) the number of hops along th‘?e
entire pathk andk. As usual, a shorter patlt k) takes less

BecauseZ;(u,d) C F(u,d), the newM (u) may have a loss of
recision when it does not have the exact delay measurement.
wever, this will reduce the complexity of the decisionalg

hm and the cost of information construction. By sacrifigi

w opportunities of taking the best path, our approach aims

T ) . ) to guarantee that the result path has a performance verg clos

:/r;\lrs;mssmn time. It will be selected with a larger evahlat to the optimal one, especially in dynamic networks where

' the nodes change their availability or schedule frequeRty

The information must be derived from a generic construg., .. region divided at, Q;(u), we use one designated (v

_tlson zr?](;ezscingr;);fg?nges among 1-hop neighbors. Th%tvaluation value. Usually, it is the delay measured fram
IS, W v ! ' to the closest permanently awakened node, salike the
M(u,d) = min{M(v,d) oT(u,v)|v € F(u,d)} lighthouse guiding boats to the harbor at nighf{«) guides
the routing to advance greedily in the same direction from
. o . O to v. The routing will not miss any path of greedy forwardin
routing tod. qut existing routings use the definition in LARbecause the pagt]h fromto d Iikely);r?ares thge mos){c selectiong
scheme 2 [8], i.e.F'(u, d) = with the path tov. When the routing changes the relative

{v|veNwA| L) — L(d) |[>] L(v) — L(d) |} position to the destination, it changes the forwardingdiom

where F'(u, d) is the set of forwarding candidates ofin the



I edge node, v1(0.13,..) v2 (0.063, ...)

Algorithm 2 (Metric evaluation under the GS model). ! o R Souting referee
1) Each permanently awakened nadsets)M (u) to a fixed = / N 3OO
(1, 1, 1, 3. If the nodew is unavailable for a routing A | 1/(110+ 19) = 0.0977
relay, it sets a fixed0, 0, 0, O, until this unavailable 7rea !
node is recovered. Every other nodesets M (v) to a 4 ) ue0s
changeabl€0, 0, 0, 0. inerest ¢ / ons ® oo
J . % 13, ... Vi X
2) Then, each node will have a stable status by applying = M dbiy < 130 (@53 /,o( )
Egs. (1) and (2) with a beaconing scheme. Qu / Q) VB (0059, )
3) In case any node changes its schedule, the above procegs o/1 U0 0077, 1, ) JRLC :
with Eq. (2) will be applied. o )
©sink e
&oupng referee - 1 (0.056, ...)
Ry ©
19 1-hop delay (0.0077,(4?))measurement—> routing path —— key link —— new key link
and the refere@. The details will be discussed in the next i ) - )
section. Fig. 4. lllustration of the definition of\/(u) and its updates.

IV. METRIC EVALUATION

Our new metric describes the minimal elapsed time ekighborse Q;(u), v and v wake up first (2, v3 € n(u))
a successful routing from the current node to the closegid exchange thei/ values withu. Therefore,u will use
permanently awakened node, under the GS model. As shoyn, v,) = 6 andt(u,v3) = 8 to calculateM (u) =
in Figure 4 (a), the larger the value, the less delay the path 1 1
likely has. Such a value also implies a larger value (i.essle 1/(¢t(u,v9) + 8+ )=1/(5+6+ ——=) =0.038.
delay) of a successful routing to reach a closer destination M (v2) 0.063
In the following, we will discuss this metric and its detaits The link (u,v2) is set as the key link. When nodeg appears
Algorithm 2. The metric is used by each noddo determine in n(u) (see Figure 4 (c)), the linku, v1} will be selected as
greedy forwarding. the key link. By using Eq. (2), we hav&l; (u) =

According to different types of forwarding zones, our metri 1 1
is a 4-tuple ¢' = 4). Permanently awakened nodes set their 1/(t(u,v1) + 8 + Mo )) =1/(6+6+ 543) = 0.056.
fixed values to(1, 1, 1, 1, in which “1” indicates that there
is no delay for any of them to receive messages. If any Bfis the final stable value forV(u) = {v1,v2,v3} when no
them is unavailable for a routing relay, it sets a fixéd0, 0, node changes its schedule.

0), until this unavailable node is recovered. Other nodes sefeorem 1: M;(u) is a required evaluation function.

changeabl€0, 0, 0, 0, in which “0” indicates an initial value Proof: Obviously,1 < i < 4 and0 < M,(u) < 1. Due

of unknown delay or endless delay: to = ). After this,u (o the definition ofM;(u) in Egs. (1) and (2)M;(u) satisfies

will update M;(u) once with: the second constraint for localized information constouct
M;(u) = max{mh 1<i<4 1) According to Eqsl. (1) and (2), 1

wherev € n(u)NQ;(u), and the selected linku, v} is called M) t(u,v) + B+ M)

the key link of « for M;(u). It builds up the reference path
from « to the permanent nodes, with the minimum delay. Aftevhen (u,v) is the key link. That IS,M( 5 is the minimal

this, M;(u) will stabilize by repeating: elapsed time from to the closest permanently awakened node
' - , 1 v. This satisfies the first constraint. Therefore, the stateme
Mz(u) = HlaX{Mi (U)a maX{t(uva/BJrﬁ }}7 (2) is proven. u
1<i<4

Any sink available to receive the message will be active and

wherel; (u) is the original value before the updatefaf(u), keep its “1” status. Whe®; (u) N (u) = ¢, a local minimum

andv € n(u)NQ;(u). Note thatn(u) is predictably changeable occurs. M; (1) will set its “0” status. Otherwise, when every

due to the value oft(u,v) (v € n(u)). Eq. (1) initiates nodev € Q;(u)NN (u) hasM;(v) = 0, M;(u) = 0 andu will

the update. Eq. (2) will catch the maximum overall valuge jdentified as one of those nodes whose succeeding routings

for the stable status after all availabM(u) neighbors have will all be blocked; That is, detour and extra relay are nelede

been contacted. If any node changes its schedule, the above

process with Eq. (2) will be applied until all nodes have ab V- GREEDY FORWARDING WITH METRIC INFORMATION

information. Starting from the permanently awakened nades UNDER THE GSMODEL (MR)

the networks with a fixed status, the whole phase convergedasically, greedy forwarding under the GS model will first

quickly, as we will show in the experimental results later. select a neighbov € N(u) (instead ofn(u) in anycasting)
An example of the evaluation foi/;(u) is shown in along the key link inZy(u,d) if it has the largest\ value.

Figures 4 (b) and (c) whepi = 6. At first, among allN(v) When M (u) > 0, the path is achieved by greedy forwarding



Z1(s.d) q Algorithm 3 (MR routing) : Determine the successar at
nodew (including nodes) with respect tolV (u).
1) Apply steps 1) and 2) of Algorithm 1.
2) Safe forwarding. If My(u) > 0, selectv € N(u) N
Zy(u,d), where(u,v) is the key link of My (u).
4 3) Backup path forwarding. Otherwise, for anyM (u) >
(@) s (b) © 0 (k # k), conduct a typéde safe forwarding.

[T local minimum — safe forwarding = =>  back up pa 4) Guided waiting phase After v is selected, wait(u, v)
until it wakes up.

5) FW backup phase If v misses the contact at that ex-
pected timey switches to an FW mode; that ig,waits
until n(u) # ¢ and selects € n(u)NZx(u,d) indicated

only (with an appropriate wait at each intermediate nodg), a  byt(u,v) + 8+ ﬁ(v) preferred to the selection @.

we can prove in the following theorem. Samples can be seen

in Figures 5 (a) and (b).

Fig. 5. Samples of the MR routing.

Theorem 2: For a type-k forwarding, when M (u) > 0, the

& in our tradeoff for less hops and less transmission time ef th
path from « to d can be conducted without any detour.

- _ _ path, which will be proven to be acceptable and worthy.
Proof: Since M (u) > 0, there is always a neighbor  pjrs¢ \we will study the ideal case. No node changes its
v € N(u) that Mi(v) > 0, according to the definition in canne| schedule so that eatlu, v) is not only predictable,
Eq. (1) and Eq. (2). The greedy forwarding can seleas the 1, 5150 truly occurs. Note that in the duty cycle systemé wit
successor and such a process will continue. If it is blocked § niform distribution in the schedule sequence, it has been

a local minimum at a node, we havelM;,(w) = 0. HOWever, el known (e.g., [9]) that a node will take on the averagestim
M. (w) > 0 has been confirmed ats preceding node, which _¢_ get in contact with the next-hop node, whérés the

. k+1
leads to a contradiction. B humber of forwarding options andis the maximum waiting

For type forwarding, whend; (u) = 0, but My (u) > 0 time. Instead of using all neighbors at each intermediatieno
A k # k, the routing fromu can use the typé-forwarding ©Ur MR r'outin'g always follows the path with key links. The
to leave such an unsafe area, until the typlrwarding can analysis is built on the number of 1-hop neighbors of nede

continue. An example of the MR routing with a guided backufp@t can impact the only key path dan ans-hop MR routing,
path can be seen in Figure 5 (c). and the maximum waiting time along such a key path.

After v is selectedy will wait ¢(u, v) until v wakes up. Due corollary 1: When each node u has a true schedule, the

to many dynamic factors, can be unavailable at that time.qyerage cycle waiting time for each packet sent along an -
Then,u switches to an FW mode. It will keep waiting untilhoy path that is built in the MR routing is

n(u) # ¢. A nodev € n(u) with less of detour, indicated by
_ 25
1 E(t)h=h

t(u,v)+[3+m, T+1’

) . . where 7 = n/3, n = % ?:2 arccos(1/i), and r is the
will be selected. It is a backup phase after the failure of tr}%dius of communication range.

guided waiting phase. Proof: t(u,v) € [0,25]. For the path with totah hops,
When the source has the tugle 0,0, 0), the network may e cycle waiting time isz [0,28h]. For each node: along

be disconnected. Our MR routing will then stop and wait untj}, path that is-hops away fromd, its physical distance to

a better network configuration emerges. The details of the NQ,?& is in the range0, i x ], wherer is the radius of node

routing are shown in Algorithm 3. u. On average¢ = X, Shown by [9], [15], the region for

greedy forwarding is the overlap area of two discs: the first

disc has a radius and the center; and the second one has

In this section, we provide an analysis on the average timeradiusé and the cented. The region area is

that a node needs to wait for the successor in a successful MR /2

forwarding. In terms of the number of hops along the entire 2 arccos( ")

path, the total cycle waiting time can be determined, which 2w

is the major difference between our routing and traditional q b _ g pRccos(/xr? introd
anycasting. To simplify the analysis, we assume that eada n@"d can be estimated by===7 - After we introduce

has the same transmission radiusnder the well-known unit (€ deployment density, we can determine the value ofin
disc graphs (UDG) communication model in this paper. THEMS ofh: 5 h

results will be used to compare with the experimental result n="" Z arccos(1/4).

in the next section. They will provide an estimation of stoegi P

VI. PERFORMANCEEVALUATION

x (mr?)



Since four forwarding zones are used at each neden our MR routing, on average, after waiting(7) and missing
average,u will have 4n 1-hop neighbors. For any two thatthe target successor, there is another node available @& tim
are neighboring with each other, one of them cannot be &Y{r)+ E(n — 1). Thus, the delay for the entire path is:
the key path. Node: can have 6 different neighbors that are = 5 1\ F
not neighboring with each other; i.e., 6 different key paths phE(T) + h x p x (qE(T) + B —1) — B(n)

Since the forwarding is unidirectional and may not share the B _ 72
key path in the opposite directio,will have +q(E(1) + E(n — 1) — E(n)).
4dn n The statement is proven. |

TT6x2 3

1-hop neighbors for the routing decision, and their subsegu

paths impact the only key path tbin the MR routing.
Therefore, in terms of the duty cycle lengdf#h and the

forwarding set size- = n/3, the average cycle waiting time

in an MR routing is proven.

VIl. SIMULATION

In this section, we will provide experimental results towho
the substantial improvement of our MR routing (with the
metric information under the GS schedule model), in achigvi
a path with less delay. We use a custom simulator built in C++.
We use the results of the number of rounds in construction

Next we will study the dynamic situation which is wherconvergence and the number of nodes involved in an informa-
o out of A nodes change their schedules unpredictably ifon update to illustrate the scalability of our metric exation.

a Poisson process under our network model. The followinge also show that setting an appropriate cycle waiting time
corollary proves that a bounded cycle waiting time can lgan substantially reduce the transmission time and the aumb
achieved. Note that when the routing uses stable metgt hops, improving the end-to-end performance. The results
information, it can ensure the path due to the use of fixegle compared with those of anycasting (denoted by FW) [2],
key links along the reference path. The cycle waiting timg], [9], [15] and dynamic programming (DP) [7} the best
along such a stabilized subsequent path can be determigefiitions known to date for delay sensitive WSN applications
by Corollary 1. The result shows that our MR routing will noFW reduces 1-hop cycle waiting time only. DP is a solution in
wait too long if it misses the contact. Actually, the MR rawgi the reactive model, but has the cost and delay problem in the
speeds up in a highly dynamic situation because of the usegpfdemand probing process. The above analytical resudts ar
an FW mode after the miss. Note that without an appropriadéso displayed here, in order to verify the losses and gdins o
wait, directly applying the FW mode at step 5 in Algorithm %ur trade-off in developing a localized, scalable, andatifie

will be a special case of anycasting, causing worse endtio-enetric evaluation.

delay. . .

A. Smulation environment

In the simulations, nodes with a communication radius of
10 meters are deployed to cover an “interest area” of 200m
x 200m in the center, under different density models. We

Corollary 2: In a network with total A nodes, when § nodes
change their schedule, a message sent along the success path,
built by our MR routing, has the average delay of

_ g - _ _ . ; .
hpE(T) 4+ p(2 + Q) (E(1) + E(n — 1) — E(n))), |mplemen_ted t.he network model in section 1I. We deploy
2 enough sinks in the center of the interest area so that each
wherep =1— (1 — %)5, p=1-p g= E(T)+E(Z[;1)7E(n)’ initiated comm_unlcatlon h_as an available receiver. We kbep _
andg=1-q. edge nodes alive to provide a complete, constant coverage in

Proof: The cycle waiting time changes only when th@rder to §imglate the use of wirglegs mesh nodes in reaiiy. |
schedule of nodes along the key links changes. Note thag if figal application, the sinks are distributed more sparsethat
last relay node: does not change its schedule, no matter hotR€ length of the path for each surveillance report is shorte
fast the routing has been conducted before, the routing wifieating better performance in both information consteunct
wait until the wake-up of: occurs. The average cycle waiting?nd routing process. We implement the information models
time E(r) for each hop is the same, with the probabilitfor the FW, DP, and MR routings, respectively. The local
of p. We have the expected waiting time pfx h x E(r) Minima are c_reated b)_/ rando_mly turmng oﬁvloo/_o of the
for the whole path without being changed. Otherwise, withodes and disconnecting Fhelr links. This also smglatec th
a probability of p, the waiting time per hop can be eithelCases when the nodgs fail or are affected by traffic. In the
shortened or prolonged. For such a change at each hop, witiprmation construction for the MR model, we only collect

a probaibility ofg, a node can wake up earlier than the expecteldh?lrJ ne(ijghbor” informr?tio_nfat each Cdee- FOIVI thedDP mOdheL
iting ti _ B(r)+BE(n—1)~E(n each node collects the information from all nodes in the
waiting time of the rest. We hawg= ) 5 @) on

average, the expected waiting time per hopﬁis entire networks. This is a mode] retrieving g!obal inforioat
_ _ _ of delay. Then, our MR routing, anycasting, and greedy
L E@+En-1) - E(®n) forwarding under the DP model are applied, denoted by MR,
2 FW, and DP, respectively.

Otherwise, with a probability gf x g for each hop, the routing We test all routings in the networks with different node
will switch to an FW mode and wait for the next-hop node. Idensitiesp = 0.1, 0.6, and 1.0 nodes-per?, denoted by
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d(0.1), d(0.6), d(1.0), respectively. We also test two kirnd updates. The evaluation will still be affordable when many
networks, each with a different weight of duty cycles: onaodes change their schedule and need information updates.
uses a 20% duty cycle (i.e3,= 5), which is relatively heavy, This proves the scalability of our metric evaluation coneplar
and the other uses a 4% duty cycle (i.8.,= 25), which with the information collection needed for the DP model.
is relatively light. In the heavy duty networks, denoted by
MR(0.1k), we also change the schedule of 100 nodes to verfey Routing Performance
the impact of dynamic factors on the use of metric informatio  Figures 7 and 8 show the results of routing performance
in routing. For the light duty networks, denoted by MR(1K)in the network withp = 0.1. Figure 7 (a) compares the
we have more idle nodes, so we change the schedule of 1,@@fsmission time of the DP, MR, and FW routings. The data
nodes. Note that the schedule Change will not affect the FM/Co”ected from heavy duty network§ (: 5)’ which have
information model and its routing much, but it will force they high volume of traffic. It shows that our MR routing can
DP model method to renew all information. achieve the same performance as the DP routing, even when
Based on our study, the routing does not need more thgdme nodes change their sleep-wake schedule dynamically
12 hops unless a tremendous situation occurs, in which #@R(0.1k)). Both MR and DP have better performance than
network is usually disconnected. To compare MR, FW, angly. Figure 7 (b) shows the number of hops achieved in
DP fairly, we only record the experimental results when eagle DP and FW routings compared with those in MR. As
path is no longer than 12 hops long. For each case, more thafesult, the FW takes more hops. It proves the effectiveness
200 Samples are tested. We collect and dlsplay results in terﬁ'fSOur Strategy to reduce the transmission de|ay by ac@vin
of the number of hOpS that are made in the MR rOUting fq path with less hops_ Both Figures 7 (a) and (b) show the
the same pair of source and destination. results of our MR routing in the dynamic situation MR(0.1k).
The results confirm our expectation on the scalability of the
MR routing. Figure 8 (a) shows the elapsed cycle waiting
Figure 6 (a) shows the converging speed of our metritne along the entire path in different routings: DP, MR, and
evaluation. Figure 6 (b) shows the average number of node#/. Due to the use of the GS schedule, our MR routing
(in percentage of total deployed nodes) involved in the typwill wait for longer time in each advance to achieve a
1 information updates for the MR routing. The results ibetter end-to-end performance. By using tuple of the cycle
the networks with different deployed density: d(0.1), @f0. waiting time of FW, our MR routing can achieve a quicker
and d(1.0), respectively, are displayed. Note that each tfp message delivery. The results in dynamic situation MR(0.1k
status has similar results for the updates. The results #imw show that the MR routing does not increase waiting time by
increasing the scale of networks will not reduce the conmgrg introducing the FW mode to balance the dynamic changes,
speed of information construction and will not incur morevhile the DP model completely fails to apply due to the cost

B. Scalability of information construction



50 T T 1 to converge in a system without global control [13]. This
approach is impractical to real delay-sensitive applicsti
Therefore, a more accurate and more effective description o
dynamic variation is needed.

schedule delay (# of slots)
schedule delay (# of slots)

ol IX. CONCLUSION

0 T I B 0 T R B B A guided cycle waiting model, GS, is provided to optimize
2 o4 6 8 1012 2 4 6 8 1012 the guccessor selection in greedy forwarding. A new mesric i
path length (# of hops) path length (# of hops) L. ) 3
(a) Experimental results (b) Analytical results repetitive under the GS model to build a path with less delay,
even when many nodes are changing their schedules. In our
future work, we will study the throughput and energy cost of
our approach, since they are directly related to transomssi
time and number of hops in routing, and provide more
of information reconstruction. Using the network parameteomprehensive experimental results. We will also studgmoth
p = 0.1, 3 =5, and§ = 0.1k, the analytical results of FW performance factors, implement them in our metric evatugti
[15] and MR can be derived (see Figure 8 (b)). Compared wigmd provide a more systemic study of routing performance in
experimental results, the correctness and effectivenessiro delay-sensitive applications. The results will be expedte
metric information can be confirmed. Figures 9 and 10 shamplement in a real testbed.
the routing performance results in the light duty networkhwi

Fig. 10. Scheduling delay in light duty networks (in slots)
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